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Abstract—A vision-based system for tracking and interpreting leg motion in image sequences using a single camera is developed for a user to control his movement in the virtual world by his legs. Twelve control commands are defined. The trajectories of the color marks placed on the shoes of the user are used to determine the types of leg movement by a first-order Markov process. Then, the types of leg movement are encoded symbolically as input to Mealy machines to recognize the control command associated with a sequence of leg movements. The proposed system is implemented on a commercial PC without any special hardware. Because the transition functions of Mealy machines are deterministic, the implementation of the proposed system is simple and the response time of the system is short. Experimental results with a 14-Hz frame rate on 320 × 240 image resolution are included to prove the feasibility of the proposed approach.
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I. INTRODUCTION

WITH THE ADVANCE of computer vision technology, human–computer interaction devices become more and more friendly and intuitive for operation. For example, we can communicate with the computer using hand gestures [1], or play games by hand gestures or body postures [2]. For virtual reality applications, we can use some devices such as keyboards, wands, mice, treadmills, etc., to explore the virtual world [3]. However, these devices are either unnatural for us, or expensive and heavy. To make the user immerse himself in the virtual world, a system providing a more intuitive way for a user to control his movement and action in the virtual world is needed.

Since it is natural for us to express movement and action like walking, running, and jumping by using our legs, a vision-based system which tracks and interprets human leg motion in image sequences is developed to achieve this goal in this study. In the proposed system, vision is used because vision provides a non-invasive method for tracking, and thus the user and the system do not connect by cables. Since the proposed system provides another method for human–computer interaction, the system can be applied to exploring the virtual world, telerobotics, computer assisted instruction, video games, etc.

Research areas of vision-based human–computer interaction devices include facial expression recognition, hand orientation detection, hand gesture recognition, gaze tracking, human body tracking, body posture recognition, etc. [4]. The proposed system focuses on how to recognize the type of leg motion and is related to the study of gait analysis and body posture recognition. To recognize the posture or the type of motion of a human, a popular approach is to use moving light displays (MLDs) [5] which are sequences of images of discrete points. In order to produce an MLD, the user is required to attach small glass bead reflectors to his joints while subject to intense light, or he must wear small light bulbs and stay in a dark room. To obtain the 3-D coordinates of MLDs, stereo vision must be used. Alternatively, by properly arranging the reflectors or bulbs, the 3-D coordinates of MLDs can be also obtained by using monocular vision [6], [7]. Although MLDs provide pure aspects of motion vision, the setup of such systems is not easy.

On the other hand, the posture of a human body can be recognized by analyzing the image of a human body. In [8], Rohr proposed a model-based approach to recognizing human movements in image sequences. A human body is represented by fourteen cylinders which are connected by joints. The image region of a walking person is obtained by a change detection algorithm and the model parameters are estimated by a discrete linear Kalman filter. Gavrila and Davis [9] employed a model with 22 degrees of freedom for a person, and estimated the parameters of the model by a generate-and-test strategy. In Ju et al. [10], human limbs are represented by a set of planar patches, and a parameterized model of optical flow of a planar patch is used to estimate articulated motion of human limbs. The above systems all need to estimate many parameters and require massive computational resources. In Wren et al. [11], a real-time human body tracker called Pfinder was developed and a blob representation was used to model a person. The system had been applied to gesture control and recognition of a subset of American Sign Language, etc. Freeman et al. [2] developed a vision-based system to recognize the posture of a human body for computer games. By extracting moment features and orientation histograms from the input image of the body, and then matching the extracted features to those of the prototypes of body postures, the closest match is regarded as the type of the body posture. However, due to only 2-D information being concerned, it is difficult for the systems to handle the variations of the leg motion (will be explained later).

In the proposed system, the user works within the field of view of a single camera and moves his legs according to some predefined rules. The system can continuously recognize the type of leg motion and execute the command associated with the type. For example, in this system, stepping on a spot means walking in the virtual world. The control commands provided in this system as well as some snapshots of the leg movement...
TABLE I
CONTROL COMMANDS

<table>
<thead>
<tr>
<th>Control Command</th>
<th>Abbrev.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start system</td>
<td>&lt;start&gt;</td>
<td>Initially, the system does not recognize the leg motion of a user until he is ready and stands still with two feet close to each other for about three seconds. If the system does not start, the system (or the user) is in the ready mode; otherwise, the system (or the user) is in the running mode.</td>
</tr>
<tr>
<td>Stop system</td>
<td>&lt;stop&gt;</td>
<td>The user can cross his legs and keep this pose for about three seconds to stop the system and the system gets it into the ready mode.</td>
</tr>
<tr>
<td>Walk</td>
<td>&lt;walk&gt;</td>
<td>When the user walks on a spot, the system interprets this type of leg motion as walking.</td>
</tr>
<tr>
<td>Jump</td>
<td>&lt;jump&gt;</td>
<td>The user jumps up.</td>
</tr>
<tr>
<td>Change moving direction to forward</td>
<td>&lt;forward&gt;</td>
<td>When the user steps on a spot twice by his right leg, it means to change the moving direction to forward.</td>
</tr>
<tr>
<td>Change moving direction to backward</td>
<td>&lt;backward&gt;</td>
<td>When the user steps on a spot twice by his left leg, it means to change the moving direction to backward.</td>
</tr>
<tr>
<td>Move left</td>
<td>&lt;move left&gt;</td>
<td>The user moves his left leg sideways.</td>
</tr>
<tr>
<td>Move right</td>
<td>&lt;move right&gt;</td>
<td>The user moves his right leg sideways.</td>
</tr>
<tr>
<td>Turn left</td>
<td>&lt;turn left&gt;</td>
<td>The user moves his left leg forward.</td>
</tr>
<tr>
<td>Turn right</td>
<td>&lt;turn right&gt;</td>
<td>The user moves his right leg forward.</td>
</tr>
<tr>
<td>Left leg kick</td>
<td>&lt;left kick&gt;</td>
<td>The user kicks with his left leg.</td>
</tr>
<tr>
<td>Right leg kick</td>
<td>&lt;right kick&gt;</td>
<td>The user kicks with his right leg.</td>
</tr>
</tbody>
</table>

are listed in Table I and Fig. 1. Before introducing the proposed system, some characteristics of the leg motion in this system are identified as follows.

1) First, it is difficult to judge whether a leg is on the ground or not from a single image of the legs. Moreover, two trajectories of the leg motion of an identical command projected on the image plane may be different because the user may change his position and orientation. Therefore, directly analyzing a 2-D image to recognize the type of leg motion (like Freeman’s system) is not feasible and the system must be able to handle such kinds of variation.

2) Second, since the leg motion is fast and the user has to keep himself balanced, it does not have significant “pause” between the leg motion associated with consecutive commands. Thus, it is not easy to indicate the starting and ending positions of the leg motion associated with a command and a method for continuous leg motion recognition is needed.

3) Third, different durations of the same type of leg motion may convey different meanings. For example, in the proposed system, to stop this system, the user can cross his legs and keeps this posture at least 3 s. However, the user crossing his legs does not always mean to stop this system because the user may cross his legs momentarily just because of moving sideways.

Because of using monocular vision, the trajectory of the leg on the image plane when the user moves his leg backward and behind his body is very similar to the trajectory of the leg when the user raises up the leg. Therefore, we do not design the type of leg motion which moves the leg backward and behind the
Fig. 1. Some snapshots of the leg motion corresponding to the control commands. (a) <start>, (b) <stop>, (c) and (d) <walk>, (e)–(g) <jump>, (h) <turn right>, (i) <turn left>, (j) <move right>, (k) <move left>, (l)–(r) <left kick>, and then <right kick>, (s)–(w) <backward>, (x)–(b') <forward>.

user’s body in this system. To obtain the region of the user’s legs, some existing methods can be applied such as the active shape model [12], and the statistical shape model [13]. However, they are time-consuming to detect and track the legs because the motion of human legs in the NTSC video (30 frames/s) can be very large, and the change of the shapes of legs can be big due to self-occlusion, shadow effects, deformation of trousers, and the flexion of the user’s legs. In order to ease the installation of this system in a general indoor environment, and the identification of the two legs of a user even if they are occluded or crossed, the user is required to wear two different color bands on his legs for use as the reference points.

In the past, the hidden Markov model (HMM) [1], dynamic time warping [14], and the finite state machine [15] have been used to recognize the hand gesture. Alternatively, in this study, the leg motion is regarded as a sequence of state transitions and modeled by a first-order Markov process. In addition, in order to continuously recognize the meaning of a sequence of leg motion, two Mealy machines [16] are implemented. In the following is the organization of this paper. In Section II, an overview of the system is described. In Section III, the definitions of leg states are described and the method to determine the current leg state using a first-order Markov process is introduced. In Section IV, two Mealy machines proposed to understand the meaning associated with a sequence of leg motion are defined. In Section V, image processing techniques used to identify the color band worn on the user’s legs is presented. Some experimental results are shown in Section VI followed by concluding remarks.

II. SYSTEM OVERVIEW

To use the system, the user stands in front of a camera with two color bands on his feet. Shown in Fig. 2 is a configuration of the system. Initially, the system is in the ready mode. In this mode, the system is waiting for the user to enter into the field of view of the camera and issue the command <start> (defined in Table I) to start the system to interpret the user’s leg motion. When the system is started, the system is in the running mode and the user can issue the commands listed in Table I.

The current state of the user’s legs is determined by a first-order Markov process. In addition, a Mealy machine $M_1$ is developed to output the command associated with the sequence of the leg states. To handle the problem that different durations of the same type of leg motion may convey different meanings, the other Mealy machine $M_2$ is designed to translate the leg states to the input symbols of $M_1$. Specifically, the relationship among the Markov process, $M_1$, and $M_2$ is that the current state of the user’s legs is determined by the Markov process, and served as an input symbol of $M_2$, then $M_2$ translates the current state...
TABLE II
DEFINITIONS OF LEG STATES IN THE RUNNING MODE

<table>
<thead>
<tr>
<th>State no.</th>
<th>Abbrev.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;s,s&gt;</td>
<td>Both feet are stationary and on the ground. Fig. 1 (a) shows an example.</td>
</tr>
<tr>
<td>2</td>
<td>&lt;v,v&gt;</td>
<td>Jump, i.e., the user raises or lowers the left leg and the right leg simultaneously. In this study, we do not allow the user to jump sideways, forward, or backward because the user may easily jump out of the camera view. Fig. 1 (f) is an example.</td>
</tr>
<tr>
<td>3</td>
<td>&lt;v,s&gt;</td>
<td>The left leg is raised or lowered and the right foot is stationary and on the ground. Fig. 1 (c) is an example.</td>
</tr>
<tr>
<td>4</td>
<td>&lt;cv,s&gt;</td>
<td>The left leg is raised or lowered and the right foot is stationary and on the ground; in addition, the two legs are crossed.</td>
</tr>
<tr>
<td>5</td>
<td>&lt;h,s&gt;</td>
<td>The left leg is moved sideways and the right foot is stationary and on the ground. Fig. 1 (k) is an example.</td>
</tr>
<tr>
<td>6</td>
<td>&lt;ch,s&gt;</td>
<td>The left leg is moved sideways and the right foot is stationary and on the ground; in addition, the two legs are crossed. Fig. 1 (b) is an example.</td>
</tr>
<tr>
<td>7</td>
<td>&lt;f,s&gt;</td>
<td>The left leg is moved forward and the right foot is stationary and on the ground. Fig. 1 (i) shows an example.</td>
</tr>
<tr>
<td>8</td>
<td>&lt;cf,s&gt;</td>
<td>The left leg is moved forward and the right foot is stationary and on the ground; in addition, the two legs are crossed.</td>
</tr>
<tr>
<td>9-14</td>
<td>State 9: &lt;s,v&gt;, State 10: &lt;s,cv&gt;, State 11: &lt;s,h&gt;, State 12: &lt;s,ch&gt;, State 13: &lt;s,f&gt;, and State 14: &lt;s,cf&gt; are defined similarly for the states when the left foot is stationary and on the ground, and the right leg is in motion.</td>
<td></td>
</tr>
</tbody>
</table>

A. Definitions of Leg States in the Running Mode

In the running mode, fourteen leg states are defined according to the snapshots of the configurations of the legs. For example, two legs may be still or above the ground (i.e., the user jumps up); or one leg may be still, and the other leg above the ground, or moved sideways. The detailed definitions of the fourteen leg states are listed in Table II. Other types of leg states can also be defined, but the 14 states are found to be enough in this study.

to the input symbol of $M_1$, and $M_1$ outputs a symbol which represents the command issued. When the system is in the running mode, the above process is repeated until the user issues the command <stop> to stop the system, and then the system goes to the ready mode to wait for the user to start this system again. In the following sections, the Markov process $M_1$, and $M_2$ will be described in detail.

III. DETERMINATION OF LEG STATES

Leg motion can be regarded as being composed by a sequence of leg states. Thus, to understand the meaning of leg motion, it is necessary to know the current state of the legs. When the system is in the ready mode, we only need to know whether the user stands still on the ground or not; however, it becomes more complicated when the system is in the running mode. In this section, 16 leg states are defined; two are defined for use in the ready mode, and the rest for use in the running mode. We first introduce the method to determine the leg state using a first-order Markov process when the system is in the running mode, and then the technique to determine the leg state when the system is in the ready mode.
As described in Table II, the configurations of a leg may be above the ground, moved left or right, or moved forward, and these configurations are identified as in a “vertical” position, in a “sideways” position, and in a “forward” position, respectively. If the position of a leg is exactly “vertical,” “sideways,” or “forward,” we can connect the current position of the mark on the leg to the last position of the mark which is just on the ground, and form three directional vectors which are useful for determining the configurations of the leg. For example, if the direction from the last position of the mark which is on the ground to the current position of the mark is similar to the “vertical” direction, then it will be more possible to say that the current configuration of the leg is in a “vertical” position. Specifically, the directional vectors can be defined by the linear combination of three orthonormal vectors in the camera coordinate system: the unit normal vector \( \mathbf{e}_g \) of the ground plane, the unit normal vector \( \mathbf{e}_f \) of the frontal plane which is orthogonal to the ground plane and passing through the marks on the legs, and the cross product \( \mathbf{e}_g \times \mathbf{e}_f \) of the two vectors. The direction of \( \mathbf{e}_g \) is away from the ground plane and the direction of \( \mathbf{e}_f \) is toward the camera. Furthermore, \( \mathbf{e}_f \) can be changed if the user turns his body. In this system, the directional vector \( \mathbf{e}_f \) is regarded to be the walking direction of the user with respect to the camera coordinate system. After observing the leg motion of a human being stepping on a spot, we define the three directional unit vectors for the left leg as follows:

- **vertical:** \( \mathbf{e}_g \);
- **sideways:** \( \mathbf{e}_g \sin 15^\circ + \mathbf{e}_s \cos 15^\circ \);
- **forward:** \( \mathbf{e}_g \cos 60^\circ 295^\circ + \mathbf{e}_s \cos 60^\circ 295^\circ + \mathbf{e}_f \cos 30^\circ \)

and three directional unit vectors for the right leg as follows:

- **vertical:** \( \mathbf{e}_g \);
- **sideways:** \( \mathbf{e}_g \sin 15^\circ - \mathbf{e}_s \cos 15^\circ \);
- **forward:** \( \mathbf{e}_g \cos 60^\circ 295^\circ - \mathbf{e}_s \cos 60^\circ 295^\circ + \mathbf{e}_f \cos 30^\circ \).

Fig. 2 is an illustration of the geometric configuration of the ground plane, the frontal plane, and the six directional vectors. How to estimate \( \mathbf{e}_g \) and \( \mathbf{e}_f \) will be described later.

From a single camera, it has some difficulty to know the 3-D positions of the marks when the user’s legs are not on the ground; in addition, when the user stops moving one of his legs, we cannot know whether this foot arrives at the ground or not until the other leg moves. On the other hand, the 3-D positions of the marks can be easily computed if we know that the user’s feet are on the ground. In addition, when the user moves one of his legs, the other leg must be stationary and on the ground except when he jumps. Thus, in this study, once we are sure that a leg is stationary and on the ground, said to be at an initial position, the 2-D trajectories which are the perspective projections of the mark moving in the three directions can be computed immediately to determine the leg state.

Let the ground plane equation with respect to the camera coordinate system be \( ax + by + cz + d = 0 \) with \( a^2 + b^2 + c^2 = 1 \) and \( c \leq 0 \), which can be estimated via a flat calibration mark on the ground [17]. Obviously, \( \mathbf{e}_g = [a \ b \ c]^T \). Let the last initial positions of the left mark and the right mark projected on the image plane be \( \mathbf{I} = [x_I \ y_I]^T \) and \( \mathbf{R} = [x_R \ y_R]^T \), respectively.

Then, in the camera coordinate system, the 3-D position of the mark at the initial position can be easily computed by

\[
\mathbf{p} = \frac{-d}{ax + by + cz} \begin{bmatrix} x \\ y \\ f \end{bmatrix}
\]

where \( \mathbf{x} = [x \ y]^T \) are the 3-D coordinate and the perspective projection of either the left mark or the right mark at the initial position and \( f \) is the focal length. Since \( \mathbf{e}_f \) is orthonormal to the normal vector of the ground plane and the initial positions of the marks are on the frontal plane, the unit normal vector of the frontal plane \( \mathbf{e}_f \) can be obtained by normalizing the cross product of \( \mathbf{e}_g \) and the vector passing through the two initial positions

\[
\mathbf{e}_f = \frac{\mathbf{e}_g \times (\mathbf{p}_r - \mathbf{p}_l)}{|\mathbf{p}_r - \mathbf{p}_l|}
\]

where \( |\cdot| \) represents the 2-norm of a vector, \( \mathbf{p}_l \) and \( \mathbf{p}_r \) represent the 3-D coordinates of the left mark and the right marks at the initial positions, respectively. In addition, the trajectory, which is the perspective projection of a mark moving from an initial position in the direction \( \mathbf{d} = [dx \ dy \ dz]^T \), is a uni-directional line starting from the perspective projection \( \mathbf{x} \) of the mark at the initial position, and can be expressed as follows:

\[
\mathbf{ld} = \frac{\mu}{\sqrt{(fdz - xdz)^2 + (fdy - ydz)^2}} \begin{bmatrix} fdz - xdz \\ fdy - ydz \end{bmatrix} + \mathbf{x}
\]

where \( \mathbf{ld} \) represents the direction of the trajectory and \( \mu \geq 0 \). Using (1), the directions of the directional vectors projected on the image plane can be computed. Let \( \mathbf{ld}_l, \mathbf{ld}_r, \) and \( \mathbf{ld}_f \) denote the directions of the trajectories of the left mark moving up or down, sideways, and forward, respectively, and let \( \mathbf{rd}_l, \mathbf{rd}_r, \) and \( \mathbf{rd}_f \) be defined similarly for the right mark. In this study, \( \mathbf{e}_s, \mathbf{e}_f, \) the six vectors, and the last two initial positions of the left mark and the right mark are called the state parameters. Fig. 3(a) shows a real image and a configuration of the six directional vectors; Fig. 3(b) shows that the left mark moves along \( \mathbf{ld}_l \) when the user moves his left leg sideways.
Fig. 3. An illustration of the trajectories of the six directional vectors. (a) Configuration of the six directional vectors. (b) The user moves his left leg sideways and the trajectory of the left mark is along $108^\circ$.

In practice, the movement of a leg is not always vivid and the moving direction of a leg may not align well with the three directional vectors. Thus, to correctly determine the current leg state, we must take the past states of the legs into account because consecutive leg states are highly correlated.

B. Determination of Leg State in Running Mode by First-Order Markov Process

According to our experience, some of the leg states are highly correlated to their previous states. For example, when walking on a spot, one may first raise his right leg up (going into the state $s_{v,s}$), then step down with his right leg (remaining in the state $s_{v,s}$) and raise his left leg up (going into the state $s_{v,s}$), immediately, and then step down with his left leg (remaining in the state $s_{v,s}$), and repeat this process again and again. In this study, a first-order Markov process is used to describe the process of transitions among the 14 leg states.

Let $s_t$ denote the leg state at time $t$, $P(A|B)$ denote the transition probability from the state $i$ to the state $j$, and $\mathbf{l}_t = [x_{lt}, y_{lt}]$ denote, respectively, the positions of the marks of the left and right legs at time $t$ in the image plane. Our everyday experience tells us that if we know the initial positions of the marks and the current leg state, we can easily figure out the possible positions of the marks. That is, the positions of the marks $\mathbf{l}_t$ and $\mathbf{r}_t$ at time $t$ are highly dependent on their last initial positions $\mathbf{l}_{t-m}$ and $\mathbf{r}_{t-m}$ and the current leg state. Thus, the conditional probability distribution

$$P(\mathbf{l}_t, \mathbf{r}_t|s_t = j, \mathbf{l}_{t-1}, \mathbf{r}_{t-1}, \ldots, \mathbf{l}_0, \mathbf{r}_{t-2}, \ldots, \mathbf{r}_0)$$

can be reduced to

$$P(\mathbf{l}_t, \mathbf{r}_t|s_t = j, \mathbf{l}_{t-1}, \mathbf{r}_{t-1}, \ldots, \mathbf{r}_0) = P(\mathbf{l}_t|s_t = j, \mathbf{l}_{t-m}, \mathbf{r}_{t-m}),$$

Accordingly, the a posteriori probability that the leg state at time $t$ is $i$ can be expressed as in (2), shown at the bottom of the page [18], where the a priori probability for the leg state at time $t$ is given by

$$P(s_t = i|\mathbf{l}_{t-1}, \mathbf{r}_{t-2}, \ldots, \mathbf{r}_0) = \frac{1}{14} \sum_{j=1}^{14} P(s_t = j|\mathbf{l}_{t-1}, \mathbf{r}_{t-2}, \ldots, \mathbf{r}_0),$$

When the system changes the mode from ready to running, the user must stand still and the leg state must be in the state $s_{s,v}$. Therefore, $t$ is initialized to be one and the a posteriori probabilities of the leg states at time zero are $P(s_0 = s_{l,s} = 1|\mathbf{l}_0, \mathbf{r}_0) = 1$, and $P(s_0 = s_{l,s} = i|\mathbf{l}_0, \mathbf{r}_0) = 0$, for $i = 2, 3, \ldots, 14$. In addition, the 14 leg states can be classified into four disjoint sets by examining which leg is in motion. The four sets are described as follows: 1) set 1: {state 1}—both feet are stationary and on the ground; 2) set 2: {state 2}—both legs are moving up or down; 3) set 3: {state 3, state 4, \ldots, state 8}—the left leg is in motion and the right foot is stationary and on the ground; 4) set 4: {state 9, state 10, \ldots, state 14}—the right leg is in motion and the left foot is stationary and on the ground. And the a posteriori probabilities $P_1(t), P_2(t), P_3(t)$, and $P_4(t)$ of the four sets can be defined, respectively, as follows:

$$P_1(t) = P(s_t = 1|\mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-n})$$

$$P_2(t) = P(s_t = 2|\mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-n})$$

$$P_3(t) = \sum_{i=3}^{8} P(s_t = i|\mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-n})$$

$$P_4(t) = \sum_{i=9}^{14} P(s_t = i|\mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-n}).$$

$$P(s_t = i|\mathbf{l}_{t-1}, \mathbf{r}_{t-2}, \ldots, \mathbf{r}_0) = \sum_{j=1}^{14} P(s_t = j|\mathbf{l}_{t-1}, \mathbf{r}_{t-2}, \ldots, \mathbf{r}_0)P(\mathbf{l}_t, \mathbf{r}_t|s_t = j, \mathbf{l}_{t-m}, \mathbf{r}_{t-m})$$

(2)
Thus, when the system is in the running mode, the leg state $s_t$ at time $t$ can be determined by (4) which selects the leg state with the largest a posteriori probability from the set whose a posteriori probability is the largest among $P_1(t)$, $P_2(t)$, $P_3(t)$, and $P_4(t)$

$$s_t = \begin{cases} 
1 & \text{if } P_1(t) = \max_{j=1}^{14} \{P_j(t)\}; \\
2 & \text{if } P_2(t) = \max_{j=1}^{14} \{P_j(t)\}; \\
i & \text{if } P_3(t) = \max_{j=1}^{14} \{P_j(t)\} \text{ and } P \left( s_t = i \middle| \mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1} \right) = \max_{j=1}^{14} \left\{ P \left( s_t = j \middle| \mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1} \right) \right\}, \text{ or} \\
& \text{if } P_4(t) = \max_{j=1}^{14} \{P_j(t)\} \text{ and } P \left( s_t = i \middle| \mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1} \right) = \max_{j=1}^{14} \left\{ P \left( s_t = j \middle| \mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1} \right) \right\}.
\end{cases}$$

(4)

However, determining the leg state $s_t$ just by (4) may lead to serious mistakes because the a posteriori probability of the selected leg state may not be large enough to dominate the a posteriori probabilities of the other leg states. Thus, when the a posteriori probability of the selected leg state is not large enough (smaller than 0.5, in this study), an additional leg state—“undetermined” is introduced to postpone making a decision at time $t$.

### C. Definitions of Conditional Probability Distributions

To compute the a posteriori probability of the leg state at time $t$, we must know the conditional probability distributions $P(\mathbf{l}_t, \mathbf{r}_t | s_t = i, \mathbf{l}_{t-1}, \mathbf{r}_{t-1}), i = 1, 2, \ldots, 14$, and the transition probabilities $P_A(\mathbf{l}_t | \mathbf{l}_i, \mathbf{r}_i), i, j = 1, 2, \ldots, 14$. In this section, the conditional probability distributions will be defined, and a method to obtain the transition probability table will be introduced in the next section. First, some auxiliary functions are defined as follows.

1) The probability distribution function $P_n(\text{dist}(\mathbf{x}, \mathbf{x}'))$ of two points $\mathbf{x}$ and $\mathbf{x}'$ being nonstationary and its complement $P_n(\text{dist}(\mathbf{x}, \mathbf{x}'))$ are defined as follows:

$$P_n(\text{dist}(\mathbf{x}, \mathbf{x}')) = 1 - \frac{\Gamma(\alpha)}{\Gamma(\alpha + 1)} \int_0^\infty \text{exp}(\mathbf{x} - t)^{\alpha - 1} dt$$

$$P_n(\text{dist}(\mathbf{x}, \mathbf{x}')) = 1 - P_n(\text{dist}(\mathbf{x}, \mathbf{x}'))$$

where $\text{dist}(\mathbf{x}, \mathbf{x}')$ represents the Euclidean distance between $\mathbf{x}$ and $\mathbf{x}'$, $\Gamma(\alpha)$ is the gamma function

$$\Gamma(\alpha) = \int_0^\infty \text{exp}(-t)^{\alpha - 1} dt$$

$P_n(0) = 0, P_n(\infty) = 1$, and $\alpha$ is used to control the sensitivity for detecting point movement. Thus, at time $t$, the probability that the legs are both stationary (but not necessary on the ground) is

$$P_{\text{stat} \text{e} \text{a} \text{ry}}(t) = P_s(\text{dist}(\mathbf{l}_t, \mathbf{l}_{t-1}))P_s(\text{dist}(\mathbf{r}_t, \mathbf{r}_{t-1})).$$

2) $P_d(\mathbf{v}, \mathbf{x}, \mathbf{x}')$ defined in the following is the probability distribution function of the direction of two points $\mathbf{x}$ and $\mathbf{x}'$ consistent with the direction of the vector $\mathbf{v}$

$$P_d(\mathbf{v}, \mathbf{x}, \mathbf{x}') = \begin{cases} 
\frac{\mathbf{v} \cdot (\mathbf{x} - \mathbf{x}')}{|\mathbf{v}|} & \text{if } \mathbf{v} \cdot (\mathbf{x} - \mathbf{x}') \geq 0 \\
0 & \text{otherwise}
\end{cases}$$

where $\cdot$ represents the inner product of two vectors. In addition, $P_{\text{ia} \text{l} \text{i} \text{y}}(\mathbf{v}, \mathbf{x}, \mathbf{x}')$ is similarly defined but takes additionally the reverse direction of $\mathbf{v}$ into account

$$P_{\text{ia} \text{l} \text{i} \text{y}}(\mathbf{v}, \mathbf{x}, \mathbf{x}') = P_d(\mathbf{x}, \mathbf{x}') + P_d(-\mathbf{v}, \mathbf{x}, \mathbf{x}').$$

3) A function $\tau$ whose output is zero or one is defined as follows:

$$\tau(x) = \begin{cases} 
1 & \text{if } x > 0 \\
0 & \text{otherwise}
\end{cases}$$

4) If the legs are crossed, the left mark must have been moved to the right side of the right mark, or the right mark must have been moved to the left side of the left mark. These relations can be expressed as follows:

$$\text{leg relation} = \begin{cases} 
\text{crossed}, & \text{if } \tau(P_d(\text{dist}(\mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1}))) = 1 \text{ or } \tau(P_d(\text{dist}(\mathbf{r}_t, \mathbf{l}_t, \mathbf{r}_{t-1}, \mathbf{l}_{t-1}))) = 1 \\
\text{not crossed}, & \text{if } \tau(P_d(\text{dist}(\mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1}))) = 1 \text{ or } \tau(P_d(\text{dist}(\mathbf{r}_t, \mathbf{l}_t, \mathbf{r}_{t-1}, \mathbf{l}_{t-1}))) = 1.
\end{cases}$$

As mentioned previously, when the user stops moving one of his legs, we cannot know whether the foot arrives at the ground or not. Thus, in this study, it is taken as a principle that when a leg stops moving, the leg state is not changed until the leg moves in another type of motion or another leg moves. With this principle and the above auxiliary functions, the 14 conditional probability distributions can be defined. Here, the conditional probability $P(\mathbf{l}_t, \mathbf{r}_t | s_t = i, \mathbf{l}_{t-1}, \mathbf{r}_{t-1})$ is used to illustrate how to define the conditional probabilities. State 3 means that the left leg is in a "vertical" position, the right leg is stationary and on the ground, and the two legs are not crossed. Thus, $P(\mathbf{l}_t, \mathbf{r}_t | s_t = 3, \mathbf{l}_{t-1}, \mathbf{r}_{t-1})$ can be expressed by the product of the four functions: $P_n(\text{dist}(\mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1}))P_d(\text{dist}(\mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1}))$, and $P_d(\text{dist}(\mathbf{l}_t, \mathbf{l}_{t-1}, \mathbf{r}_t, \mathbf{r}_{t-1}))$, where the product of the first two functions represents the probability of the left leg in a "vertical" position, the third function denotes the probability that the right leg is stationary and on the ground, and the fourth function states the probability of the two legs not being crossed. The definitions of the other conditional probabilities are given in Table III and their derivations are omitted.
D. Learning Probability Transition Table

When a user moves his legs freely, he can change his leg state from one of the fourteen states to any one of them. That is, all of the elements of the probability transition table are not zero. However, some of the state transitions for the user are easy to conduct but some of them are difficult for the user. In general, the frequency for a user to do a simple leg motion is higher than the frequency of a difficult one. On the other hand, if the user always moves his legs in order to issue the defined commands, then some state transitions will never occur (for example, changing the leg state from the fourth state to the twelfth state) and the probabilities of the state transitions will be zero. As a consequence, the actions of a user can be classified to two kinds: the first kind is to issue some control commands, and the other kind of actions is meaningless movement, and thus, no control command is associated with the actions. Because the user may perform some meaningless actions in the system, the probability transition table must be able to describe the two different kinds of behaviors of a user. In this study, the transition probability from the state \( s_i \) to the state \( s_j \) is defined by a weighted sum of two terms

\[
P(j|i) = \beta P_1(j|i) + (1 - \beta) P_2(j|i) \tag{6}
\]

where \( P_1 \) and \( P_2 \), respectively, correspond to the probability transition tables of the first and the second kinds of actions and \( 0 \leq \beta \leq 1 \). Thus, if \( \beta \) is equal to one, then only the state transitions related to the control commands are allowed. If \( \beta \) is equal to zero, then the user is regarded to have no particular intent to issue the control commands.

In this study, the transition probabilities \( P_1(j|i) \), \( i, j = 1, 2, \ldots, 14 \), are computed by Bayes’s rule

\[
P_1(j|i) = \frac{P_1(\text{current state } = i, \text{ next state } = j)}{P_1(i)} \tag{7}
\]

where the definitions of \( P_1(\text{current state } = i, \text{ next state } = j) \) and \( P_1(i) \) are given as follows:

\[
P_1(i) = \frac{\text{the number of occurrence of the state } i}{\text{the number of training frames}} \tag{7}
\]

and \( P_1(\text{current state } = i, \text{ next state } = j) \) and \( P_1(i) \), \( i, j = 1, 2, \ldots, 14 \), can be obtained by a training procedure. The transition probabilities \( P_2(j|i) \), \( i, j = 1, 2, \ldots, 14 \), are assigned manually according to the level of difficulty for changing the leg state from the state \( i \) to the state \( j \). In this study, five difficulty levels, \( 0, 1, 2, \ldots, 4 \), ranked from the most difficult to the simplest level, are defined. Suppose that the probabilities of the transition from the state \( i \) with the difficulty level \( g \) and the transition from the state \( i \) with the difficulty level \( g + 1 \) are related by a factor \( \gamma \), where \( \gamma \geq 1 \). Accordingly, the transition probabilities \( P_2(j|i) \), \( i, j = 1, 2, \ldots, 14 \), can be computed by

\[
P_2(j|i) = \frac{\gamma^{\text{DL}(j|i)}}{\sum_{m=1}^{14} \gamma^{\text{DL}(m|i)}} \tag{8}
\]

where \( \text{DL}(j|i) \) denotes the level of difficulty for the transition from the state \( i \) to the state \( j \). The difficulty levels of state transitions defined in this study are listed in Table IV.

E. Determination of Leg State in Ready Mode

When the system is in the ready mode, we only need to know whether the user tries to start the system by standing still with two feet close to each other. Therefore, there are only two leg states in the ready mode: the state that the user stands still with

\[
\begin{array}{|c|c|}
\hline
\text{State no. } s_i & \text{Conditional probability } P(l_i, r_i | s_i = i, l_{i-m}, r_{i-n}) \\
\hline
1 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(r_1, r_{i-n})) \\
2 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) P_1(\text{dist}(r_1, r_{i-n})) P_2(\text{dist}(r_1, r_{i-n})) \\
3 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) \tau(\text{dist}(r_1, r_{i-n})) P_1(\text{dist}(r_1, r_{i-n})) \\
4 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) \tau(\text{dist}(r_1, r_{i-n})) P_1(\text{dist}(r_1, r_{i-n})) \\
5 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) \tau(\text{dist}(r_1, r_{i-n})) P_1(\text{dist}(r_1, r_{i-n})) \\
6 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) \tau(\text{dist}(r_1, r_{i-n})) P_1(\text{dist}(r_1, r_{i-n})) \\
7 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) \tau(\text{dist}(r_1, r_{i-n})) P_1(\text{dist}(r_1, r_{i-n})) \\
8 & P_1(\text{dist}(l_1, l_{i-m})) P_2(\text{dist}(l_1, l_{i-m})) \tau(\text{dist}(r_1, r_{i-n})) P_1(\text{dist}(r_1, r_{i-n})) \\
\hline
9-14 & \text{The conditional probability distributions of State 9 to State 14 can be defined in the same ways as State 3 to State 8.}
\end{array}
\]
two feet close enough and its complement. Although, at time $t$, the probability of two legs being stationary can be known by $P_{\text{stationary}}(t)$, this probability measure cannot tell us whether the user’s two feet stand on the ground or not. Thus, it is inadequate to determine whether the user starts the system or not by just using $P_{\text{stationary}}(t)$. For example, if the user raises up his left leg and keeps stationary about 3 s, then the system will be started because $P_{\text{stationary}}(t)$ has a high value, and the leg state will be erroneously recognized to be $<s,s>$ and the six directional vectors will be computed with a great amount of error, leading to incorrect determination of subsequent leg states. In this study, when the system is in the ready mode, if the user keeps stationary for about 3 s, we assume that the two feet are both on the ground and the 3-D positions of the marks on the legs can be computed. If the distance between the two marks is shorter than a predefined threshold value, the two feet are regarded to be on the ground. This simple rule works well because if a foot does not stand on the ground, the computed 3-D position will be far away from the actual position and the computed distance will be much larger than the actual distance between the two marks. Consequently, the rule to determine the leg state in the ready mode is as follows:

\[ s_r = \begin{cases} 15, & \text{if } P_{\text{stationary}}(t) \tau(P_{\text{dir}}([1 \ 0]^T, 1, r_L)) > 0.5 \text{ and the 3-D distance between the two marks is smaller than a predefined threshold} \\ 16, & \text{otherwise.} \end{cases} \]

(8)

IV. DETERMINATION OF CONTROL COMMANDS

To continuously recognize the meaning of a sequence of leg movement, Mealy machines are used in this study. A Mealy machine $M$ is a sequential machine which can be described by a six-tuple $M = (Q, \Sigma, \Delta, \delta, \lambda, q_0)$ where $Q$ is a set of states, $\Sigma$ is a set of input symbols, $\Delta$ is a set of output symbols, $\delta$ is a state transition function which maps $Q \times \Sigma$ to $Q$, $\lambda$ is an output function which maps $Q \times \Sigma$ to $\Delta$, and $q_0$ is the initial state. In this section, a Mealy machine $M_2$ which translates the leg states into a set of symbols is described first. Then, the other Mealy machine $M_4$ using the symbols generated by $M_2$ to determine the control command is introduced.

A. Translation of Leg States into Input Symbols

The Mealy machine $M_2 = (Q', \Sigma', \Delta', \delta', \lambda', q_0')$ translates the leg states into the input symbols of $M_2$ by mapping sequences of leg states to single symbols in order to simplify the design of the Mealy machine $M_1$. If the current leg state is undetermined, the state of $M_2$ is not changed because we do not want to make any decision when we are not sure of the current leg state. The details of $M_2$ are described as follows.

1) $Q'$ represents a set of states, and $Q' = \{q_0', q_1', \ldots, q_{14}\}$ where $k$ is frame rate.

2) $\Sigma' = \{<1>, <2>, <3>, <4>, <5>, <6>, <7>, <8>, <9>, <10>, <11>, <12>, <13>, <14>, <15>, <16>, <X>\}$ are the set of input symbols where the symbols $<1>, <2>, \ldots$
TABLE V
DEFINITIONS OF δ′ and λ′ OF M_2

<table>
<thead>
<tr>
<th>Input</th>
<th>q'₀</th>
<th>q'₁</th>
<th>q'₂</th>
<th>...</th>
<th>q'ₖ</th>
<th>q'ₖ₊₁</th>
<th>q'ₖ₊₂</th>
<th>...</th>
<th>q'₂ₖ₋₁</th>
<th>q'₂ₖ</th>
<th>q'₂ₖ₊₁</th>
<th>...</th>
<th>q'₄ₘ₋₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;2&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;3&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;4&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;5&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;6&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;7&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;8&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;9&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;10&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;11&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;12&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;13&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;14&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;15&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
<tr>
<td>&lt;X&gt;</td>
<td>-</td>
<td>q'₁</td>
<td>q'₂</td>
<td>...</td>
<td>q'ₖ</td>
<td>q'ₖ₊₁</td>
<td>q'ₖ₊₂</td>
<td>...</td>
<td>q'₂₆</td>
<td>-</td>
<td>-</td>
<td>...</td>
<td>-</td>
</tr>
</tbody>
</table>

B. Update of State Parameters

Because the position and orientation of a user may be changed, e_s, e_f, and the six directional vectors ld_s, ld_s, ld_f, rd_s, rd_f, and rd_f must be updated accordingly. As discussed in the previous section, the directional vectors can be obtained when the feet are on the ground. That is, when M_2 outputs the symbols <v,s>, <v,s>, <v,s>, <h,s>, <f,s>, <c_f>, <h,s>, <c_f>, <l_s>, <start>, <stop>, <X>, ..., and <s,c_f> represent the leg states and their definitions are given in Table II. When s, and s means that the leg state remains in the state 1 and state 15, respectively, at least 3 s and stop means that the user has crossed his legs at least 3 s, and X means that the leg state cannot be resolved.

4) δ′ and λ′ are defined in Table V.

C. Determination of Commands Associated with Leg Motion by the Mealy Machine M_1

The Mealy machine M_1 = (Q, Σ, Δ, δ, λ, q₀) receives the output symbol of M_2 as its input symbol and outputs the control command. The state of M_1 is unchanged if the input symbol is <X>. That is, M_1 does not make any decision until it has enough information. The definition of M_1 is described in the following.

1) Q = {q₀, q₁, q₂, ..., q_{12}}.
2) Σ = Δ′.
TABLE VI
DEFINITIONS OF $\delta$ AND $\lambda$ OF $M_1$

<table>
<thead>
<tr>
<th>Next state</th>
<th>Output</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$&lt;s, s&gt;$</td>
<td>-</td>
<td>$a_1$</td>
</tr>
<tr>
<td>$&lt;v, v&gt;$</td>
<td>-</td>
<td>$b_1$</td>
</tr>
<tr>
<td>$&lt;v, s&gt;$</td>
<td>-</td>
<td>$c_1$</td>
</tr>
<tr>
<td>$&lt;c, v, s&gt;$</td>
<td>-</td>
<td>$d_1$</td>
</tr>
<tr>
<td>$&lt;h, s&gt;$</td>
<td>-</td>
<td>$e_1$</td>
</tr>
<tr>
<td>$&lt;c, h, s&gt;$</td>
<td>-</td>
<td>$f_1$</td>
</tr>
<tr>
<td>$&lt;f, s&gt;$</td>
<td>-</td>
<td>$g_1$</td>
</tr>
<tr>
<td>$&lt;c, f&gt;$</td>
<td>-</td>
<td>$h_1$</td>
</tr>
</tbody>
</table>

The output symbols $<\text{no action}>$, $<\text{walk}>$, $<\text{jump}>$, $<\text{stop}>$, $<\text{turn left}>$, $<\text{turn right}>$, $<\text{move left}>$, $<\text{move right}>$, $<\text{left kick}>$, $<\text{right kick}>$, $<\text{forward}>$, $<\text{backward}>$, $<\text{backward+turn right}>$, $<\text{backward+move right}>$, $<\text{forward+turn left}>$, AND $<\text{forward+move left}>$ are abbreviated to no, w, j, st, sp, tl, tr, ml, mr, lk, rk, f, b, b+tr, b+mr, f+tl, AND f+ml, respectively.

3) $\Delta = \{<\text{start}>, <\text{stop}>, <\text{jump}>, <\text{walk}>,<\text{turn left}>, <\text{turn right}>$, $<\text{move left}>, <\text{move right}>, <\text{left kick}>, <\text{right kick}>, <\text{forward}>, <\text{backward}>, <\text{no action}>, <\text{forward+move left}>, <\text{backward+move right}>, <\text{backward+turn right}>\}$. The definitions of these output symbols are given in Table I except the symbols $<\text{no action}>, <\text{forward+move left}>, <\text{forward+turn left}>, <\text{backward+move right}>, <\text{backward+turn right}>$. The output symbols $<\text{no action}>$, $<\text{forward+move left}>, <\text{backward+move right}>, <\text{backward+turn right}>$, and $<\text{no action}>$ denote the concatenation of the two control commands, $<\text{forward}>$ and $<\text{move left}>, <\text{backward}>, <\text{move right}>$, and $<\text{backward+turn right}>$ are defined similarly.

4) $\delta$ and $\lambda$ are defined in Table VI where the control commands are generated only when the input symbols are changed.

V. MARK DETECTION

To match the color of the marks on the user’s legs, a uniform color space is preferred because the corresponding color similarity measure is simple. In this study, the $L^*u^*v^*$ coordinate system is adopted because it is a C.I.E. standard for a uniform color space [19]. The transformation from the N.T.S.C. RGB coordinate system $R_N$, $G_N$, and $B_N$ to the $L^*u^*v^*$ coordinate system $L^*, u^*$ and $v^*$ can be found in [19].

To detect the marks, the models of the marks are built first by averaging the $L^*u^*v^*$ values of the pixels in the regions of the marks. The model of the mark on the right leg is denoted by $L_r(0)$, $u_r(0)$, and $v_r(0)$, and the model of the left leg is
denoted by \( L_L(0) \), \( u_L(0) \), and \( v_L(0) \). To adapt to the variation of illumination and shadow effects, the models of the marks, \( (L_L, u_L, v_L) \) and \( (L_R, u_R, v_R) \), used to find the marks at time \( t \) are adjusted according to the color of the marks at time \( t - 1 \) using the formulas described below:

\[
L_L = \theta L_L(t-1) + (1 - \theta)L_L(0) \\
L_R = \theta L_R(t-1) + (1 - \theta)L_R(0) \\
u_L = \theta u_L(t-1) + (1 - \theta)u_L(0) \\
u_R = \theta u_R(t-1) + (1 - \theta)u_R(0) \\
v_L = \theta v_L(t-1) + (1 - \theta)v_L(0) \\
v_R = \theta v_R(t-1) + (1 - \theta)v_R(0)
\]

(9)

where \( \theta \) ranging from zero to one represents the weight of the models at time \( t \) correlative to the those at time \( t - 1 \). In this study, \( \theta = 0.5 \).

For each frame which is a color image of size 320 × 240 pixels, the centroids of the marks are found by the following steps.

1) Divide the input image into nonoverlapped blocks of size 5 × 5 pixels and take the RGB values of each block to be the average of those of the pixels in the block.

2) Compute the color distances between each of the blocks to the color models of the marks in the \( L^*u^*v^* \) coordinate system. If the color distance between a block and the left mark is smaller than a pre-defined threshold value, the block is called a “1” block. If the color distance between a block and the right mark is smaller than a pre-defined threshold value, the block is called a “2” block. Otherwise, the block is called a “0” block.

3) Perform the component labeling algorithm to find the connected components consisting of “1” blocks, called “1” components, and the connected components consisting of “2” blocks, called “2” components. Eliminate connected components with areas smaller than a pre-defined threshold value.

4) Compute the centroid of each component. The “1” component with the centroid closest to the position of the left mark in the previous frame is selected as a candidate component for the left mark in the current frame. The candidate component for the right mark is obtained similarly.

5) For each mark, if the candidate component of the mark is found, then apply the region growing algorithm to expand the candidate component where the threshold value for the color similarity measure used in the expansion process is a quarter of the threshold value used in the second step, compute the centroid of the expanded component as the position of the mark, average the \( L^* \), \( u^* \), and \( v^* \) values of the blocks in the expanded component as the model of the mark at the current frame, and adjust the models of the marks using (9) for detecting the mark in the next frame. If the candidate of the mark is not found (because the mark may be occluded by another leg), the \( x \)-position of the mark is set to be the \( x \)-position of the other mark and the \( y \)-position of the mark is taken to be the \( y \)-position of the mark in the previous frame, and the model of the mark is unchanged.

Initially, the system is in the \textit{ready mode}. When the system is in the \textit{ready mode}, the leg state is determined by (8) until \( \mathbf{M}_1 \) outputs the symbol \texttt{<start>}, i.e., until the system goes into the \textit{running mode}. When the system is in the \textit{running mode}, the leg state is determined by (4). If \( \mathbf{M}_1 \) outputs the symbol \texttt{<stop>}, then the system goes into the \textit{ready mode}. As a summary, the flow of the proposed system is illustrated in Fig. 4.

VI. EXPERIMENTAL RESULTS

In this study, the proposed system was implemented on Windows 95 by a Pentium-233 with MMX PC and the input color images were obtained by a commercial video capture card. To speed up the processing time, some computations are pre-calculated, and the results were stored in look-up tables (e.g., (5) and some of the intermediate computations of the transformation from the RGB coordinate system to the \( L^*u^*v^* \) coordinate system). The frame rate of the proposed system is 14 Hz.

A. Analysis of Conditional Probability Distributions in Table III

To analyze the robustness and sensitivity of the conditional probability distributions defined in Table III, plots of these functions with respect to a typical leg configuration are given in Fig. 5. Only the plots of the conditional probability distributions...
for the leg states with the right leg being stationary are shown because the behaviors of the other conditional probability distributions can be easily realized from them. To clearly show the shapes of the conditional probability distributions, the current position of the right mark was assumed in an initial position; that is, \( P_x(\text{dist}(x, r_{x-r})) = 1 \). Fig. 5(a) and (b) show the conditional probability distributions for the leg state 1 with different sensitivity levels for detecting the movement of the left leg. By adjusting \( \alpha \) in (5) to control the sensitivity for detecting point movement, it can be seen that the area for supporting that the left leg being stationary in Fig. 5(a) with \( \alpha = 5 \) is smaller than that in Fig. 5(b) with \( \alpha = 20 \); that is, a smaller value of \( \alpha \) is more sensitive for detecting the movement of legs than a larger one. Fig. 5(c)–(h) are the plots of the conditional probability distributions for the leg states 3, 4, 5, 6, 7, and 8, respectively. They show that the regions for supporting the legs in those leg states are along the desired directions of those state. As a consequence, the definitions of the conditional probability distributions in Table III coincide with our expectation. Fig. 6 shows the curves of the a posteriori probabilities of the fourteen leg states over 103 frames when the system is in the running mode. The control commands are \(<\text{walk}>, <\text{walk}>, <\text{walk}>, <\text{walk}>, <\text{move right}>, <\text{move left}>\), and \(<\text{move right}>\), which are recognized in the 25th frame, the 33rd frame, the 41st frame, the 49th frame, the 58th frame, the 67th frame, the 78th frame, and the 103rd frame, respectively. We can see that all decisions are made when the a posteriori probability of the selected leg state is larger than 0.5.

B. Performance Evaluation

To know the performance of the system, each of the control commands was repeatedly issued 100 times to test the proposed system. The result is shown in Table VII and the recognition rate is 97.8%. In addition, about two minutes of operation was performed to test the long-term performance of the system. The statistics of the operation is shown in Table VIII, and the recognition rate is 96.3%.
Two types of errors are found in the experimental results. The first type of error is missing the control command issued. The other type of error is incorrect recognition of the control command. From the experimental results, we found that most of the errors were coming from the first type of errors. A common error source for the two types of errors is the failure in detecting the color bands due to sudden change of illumination or serious shadow effects. In addition, the first type of errors can be also caused by fast or inapparent movement of a user, and another possible error source for the second type of errors is that the action of moving a leg forward may be confused with the action of moving the leg sideways especially when the user does not face the camera.

Since the control commands are recognized from a sequence of leg states, erroneous recognition or missing of leg states may lead to failure of the subsequent recognition process. However, we find that if the state parameters are still correct, then the system can be back to normal after the user stands still (i.e., the state of the user’s legs is 1) for a few frames. The reason is that based on the correct state parameters, it is possible for the Markov process to recognize the leg states in those frames correctly, and thus the Mealy machine $M_1$ will be back to the state $q_1$, which is the beginning state of $M_1$ when the system switches from the ready mode to the running mode, according to state transition table of the Mealy machine $M_1$. Nevertheless, once the state parameters are incorrect, the system may suffer in an error loop. A simple scheme for the system to recover from the error is to “reset” itself; that is, the system performs the steps of switching from the ready mode to the running mode to re-initialize its parameters. Accordingly, in this study, a simple module for the system to recover from the error can be easily added by employing the technique described in Section III-E to check whether the user keeps stationary with two feet close to each other for a certain seconds. That is, in the running mode, once the system finds that the user keeps stationary with two feet close to each other for a certain seconds, the system will automatically reset itself. Thus, if the user finds that the system malfunctions, he can stand still for a while to recover the system.

### Table VII

<table>
<thead>
<tr>
<th>Command</th>
<th>Recognition Rate</th>
<th>Command</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;start&gt;</td>
<td>100</td>
<td>&lt;move left&gt;</td>
<td>97</td>
</tr>
<tr>
<td>&lt;stop&gt;</td>
<td>100</td>
<td>&lt;move right&gt;</td>
<td>98</td>
</tr>
<tr>
<td>&lt;walk&gt;</td>
<td>98</td>
<td>&lt;turn left&gt;</td>
<td>98</td>
</tr>
<tr>
<td>&lt;jump&gt;</td>
<td>100</td>
<td>&lt;turn right&gt;</td>
<td>97</td>
</tr>
<tr>
<td>&lt;forward&gt;</td>
<td>97</td>
<td>&lt;left kick&gt;</td>
<td>95</td>
</tr>
<tr>
<td>&lt;backward&gt;</td>
<td>98</td>
<td>&lt;right kick&gt;</td>
<td>96</td>
</tr>
</tbody>
</table>

C. Discussions

Fig. 6. A plot of the *a posteriori* probabilities of the leg states over 103 frames where the leg states with tiny *a posteriori* probabilities are not shown, where (a) to (g) are for the leg states 1, 3, 5, 7, 9, 11, and 13, respectively.
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TABLE VIII
EXPERIMENTAL RESULTS FOR LONG-TERM TEST

<table>
<thead>
<tr>
<th>command</th>
<th>no. of times issued</th>
<th>recognized</th>
<th>command</th>
<th>no. of times issued</th>
<th>recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;start&gt;</td>
<td>1</td>
<td>1</td>
<td>&lt;move left&gt;</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>&lt;stop&gt;</td>
<td>1</td>
<td>1</td>
<td>&lt;move right&gt;</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>&lt;walk&gt;</td>
<td>46</td>
<td>45</td>
<td>&lt;turn left&gt;</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>&lt;jump&gt;</td>
<td>5</td>
<td>5</td>
<td>&lt;turn right&gt;</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>&lt;forward&gt;</td>
<td>2</td>
<td>2</td>
<td>&lt;left kick&gt;</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>&lt;backward&gt;</td>
<td>2</td>
<td>2</td>
<td>&lt;right kick&gt;</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

VII. CONCLUDING REMARKS

A vision-based human–computer interaction system must be low-cost, real-time, and robust to the change of environment [4]. In this study, a vision-based human–computer interaction system is developed on a commercial PC to allow a user to communicate with the computer by issuing defined control commands via his legs. In the proposed system, only a single camera is used and no special hardware is required. By tracking the color bands on the user’s feet, the leg motion can be modeled by a first-order Markov process, and thus the recognition of leg states and the update of state parameters can be done in a systematic way. In addition, a method to learn the probability transition table for the Markov process is also proposed. To continuously recognize the meaning of a sequence of leg motions, Mealy machines are adopted in this study. Since the transition function of a Mealy machine is deterministic, the response time of the system is short. In addition, by using the output function of a Mealy machine to yield recognized control commands, the implementation of the proposed approach is straightforward and simple. To adapt to color change of the marks because of the variation of illumination and shadow effects, a simple method is also proposed to adjust the color models of the marks. The frame rate of the proposed system is 14 Hz and the experimental results show the feasibility of the proposed system.
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